Gaming Against Managers in Incentive Systems: Experimental Results with Chinese Students and Chinese Managers

By DAVID J. COOPER, JOHN H. KAGEL, WEI LO, AND QING LIANG GU*

We examine strategic interactions between firms and planners in China, comparing behavior between: (i) students and managers with field experience with this situation, (ii) standard versus increased monetary incentives, and (iii) sessions conducted “in context,” making explicit reference to interactions between planners and managers, and those without any such references. The dynamics of play are similar across treatments with play only gradually, and incompletely, converging on a pooling equilibrium. A fivefold increase in incentives significantly increases initial levels of strategic play. Games played in context generated greater levels of strategic play for managers, with minimal impact on students. (JEL D23, D8, C92)

Students of centrally planned economies have long posited that these systems are prone to a “ratchet effect” (Joseph S. Berliner, 1976; Martin L. Weitzman, 1980). Planners are never as well informed about the production capacity of any individual firm as are the managers of the firm. The central planner knows that firms have different production capacities, with some firms having higher productivity (lower marginal costs) than others, but cannot identify, a priori, which firms are of which type. As a result, the central planner sets initial targets for input usage and output levels that are of broad applicability and uses the information gathered from the firm’s performance to identify what is feasible in future planning periods. If firms respond naively to this initial incentive plan, high-productivity firms will outperform low-productivity firms. The central planner will then “reward” these high-productivity firms by reducing their input allocations and/or increasing their required output levels. However, firms should anticipate this ratcheting up of targets, cutting their production in an attempt to mimic low-productivity types. This reduction of output with high-productivity firms imitating low-productivity types is known as the “ratchet effect.”

Potentially, the ratchet effect can seriously reduce production in centrally planned economies. Moreover, the ratchet effect is not just limited to planned economies. Similar strategic interactions arise in any principal–agent interaction where the principal is uninformed about the agent’s type and cannot (or will not) commit to a long-term contract. Examples include environmental regulation (Dennis A. Yao, 1988), job evaluation and incentive schemes (Barry W. Ickes and Larry Samuelson, 1987; James Dearden et al., 1990), piece-work wage
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1 The Chinese have a rather colorful term for this—“whipping the fast ox.”

In this paper, we report an experiment which addresses several open questions about the development of the ratchet effect in centrally planned economies and, more generally, about the evolution of strategic play in games. We study a game that captures the essential features of the strategic interactions between planners and firms in a centrally planned economy. In all equilibria of this game, a ratchet effect emerges with high-productivity firms imitating low-productivity types, thereby resulting in a pooling equilibrium.

We compare the dynamics of adjustment to equilibrium between: (i) “standard” versus substantially increased monetary incentives, (ii) the “standard” experimental subject population (students) and an “expert” subject population with extensive field experience with the ratchet effect (managers and white-collar workers in state enterprises in the People’s Republic of China), and (iii) experimental sessions conducted “in context” versus a “generic” setting. The latter is no doubt the most novel of our experimental treatment conditions, and therefore warrants further explanation.

For sessions played in context, the language is deliberately designed to relate to subjects’ field experiences with similar games. For example, we refer to subjects as “planners” and “managers” with “planners deciding what kind of production target to assign to managers—easy or tough.” To the extent that the laboratory game and its equilibria are similar to experiences outside the laboratory, the use of context may make subjects more sensitive to the strategic implications of the game, facilitating convergence to the pooling equilibrium. In contrast, in generic sessions, the language is kept deliberately abstract with firm managers referred to as “A” players and planners referred to as “B” players, with B players deciding between “X” and “Y” (tough or easy contracts) in response to A players’ “choices.” The generic language is intended to minimize any relation to subjects’ field experiences and may be expected to reduce sensitivity to the strategic implications of the game, retarding convergence to a pooling equilibrium.

Several conclusions can be drawn from our experimental data. At a general level, in all versions of the game, and with all subject populations, there is a strong initial tendency for high-productivity firms to ignore the strategic implications of the ratchet effect. Only gradually (and incompletely) does play converge to a pooling equilibrium. This replicates results from other signaling game experiments (Jordi Brandts and Charles A. Holt, 1992; Zeinab Par- tow and Andrew Schotter, 1993; Cooper et al., 1997a, b), indicating that this general pattern of play is unaffected by culture, subject population, and incentives.

This general pattern of play also suggests an answer to an important question about the ratchet effect: Why should the ratchet effect ever be observed in field settings? If high-productivity firms anticipate that planners will ratchet up their production targets and therefore imitate low-productivity types, central planners should also anticipate firms’ mimicry and select incentive schemes that do not elicit this strategy (for example, precommitting to a long-term contract). Our results show that incentive schemes that eventually produce the ratchet effect may actually work quite well initially for the central planners, with inefficiencies arising only gradually over time as high-productivity firms learn to imitate low-productivity types. It has been suggested that, “One possibility [why a planner might not precommit to a long-term contract], of course, is that the central planner is not aware of the benefits of commitment” (Xavier Freixas et al., 1985). Our results suggest a different explanation: the planner may not precommit because initially there are minimal benefits to commitment.

Looking at the detailed pattern of play, several interesting observations emerge. First, increasing payoffs for People’s Republic of China (PRC) students induced substantially higher pooling rates by high-productivity firms in early plays of the game (students in standard-pay sessions only caught up after 20 or more repetitions of the game). That is, more money induced heightened initial levels of strategic play, suggesting that money can serve as a partial substitute for experience. This provides some of the first unambiguous evidence that increasing payoffs leads to increased strategic behavior, consistent with the intuition of most theorists,
and a result of fundamental importance for the study of learning in games.

Second, context facilitated the development of strategic play among PRC managers, but had minimal effect on PRC students. PRC managers were affected both in their roles as planners and as firms, with the impact on their role as planners more pronounced than as firms. This result provides strong (albeit, indirect) evidence that PRC firms have been subject to a ratcheting up of production targets in response to superior performance. The fact that context had a much stronger effect on PRC managers than on students suggests that context must be eliciting something from managers' experiences as managers. It is difficult to see what this experience could be other than experience with the ratchet effect.

Finally, contrary to our expectations, PRC students in their role as firms exhibited significantly higher initial levels of strategic play than older, more experienced PRC managers. Subsequent manipulations indicate that this surprising result was due to the age and/or lower educational levels of older managers. This serves as a warning to experimenters as they expand their studies to an even larger array of subject populations: although experimenters are used to assuming that subjects can make elementary calculations, follow simple chains of logic, etc., facility with such "test-taking" skills may not extend to older and/or less-educated subject populations.

The plan of the paper is as follows. Section I briefly outlines the theory underlying the ratchet effect. Drawing heavily on the cognitive psychology literature, we present the theoretical underpinnings of our treatments in Section II. This section also outlines the procedures used in running the experiments. Section III presents our experimental results. Section IV summarizes our results and offers concluding remarks.

I. The Ratchet Effect Game

Payoff tables were generated to capture the essential strategic interactions of the ratchet effect game in the simplest possible setting. Generating the ratchet effect requires two separate insights from players. First, central planners (CPs) must realize that they can use the information revealed by firms' (Fs') choices in resetting targets. Second, Fs must realize that CPs will use any information they reveal and that they should use a pooling strategy to avoid revealing harmful information. Our game therefore concentrates on Fs' output decisions and the CPs' responses. The Appendix to our working paper (Cooper et al., 1998) gives full details on the underlying model of the ratchet effect, its relationship to Chinese institutions, its relationship to the laboratory game, and how the payoff tables were generated from the model.

The payoff tables are based on a simplified version of the model in Freixas et al. There are two types of Fs, high productivity (FH) and low productivity (FL). The game begins with the firm learning its type. The firm then chooses its first-period output, while facing a preexisting target. After observing first-period output (but not the firm's type), the planner sets a target for the second period. The game ends with the firm choosing its second-period output. The firm attempts to maximize the discounted sum of its profits. The planner's objective function is the total surplus generated by the firm minus a penalty proportional to the firm's profits.

In our laboratory game, the firm's second-period output decision is taken as given—this is a straight maximization problem with no interesting strategic elements. The remaining game is a standard signaling game with the firm acting as the sender (the first-period output is its

2 Notwithstanding theorists' concern with the ratchet effect, empirically verifying its existence in centrally planned economies has been subject to considerable controversy (see the exchange between David Granick [1980, 1983] and Michael Keren [1982]).

3 Psychologists' research on learning generalizability indicates that prior experience is typically not called on in solving a new, related problem unless subjects have been explicitly told to consider the similarities between the two problems, have been trained to identify similarities between problems, and/or the problems are quite similar (Mary L. Gick and Keith J. Holyoak, 1980; David N. Perkins and Gabriel Salomon, 1988; Salomon and Perkins, 1989). Given that we get substantial transfer with context, this suggests that the problem PRC managers face in the ratchet effect game must be quite similar to their experiences in the field.

4 In Freixas et al. the game begins with the period 1 target being set by the CP. We eliminate this step to simplify the game while concentrating on the ratchet effect.

5 Objective functions of this form are standard in the ratchet effect literature.
message) and the planner acting as the receiver (the second-period target is its action). The timing of the laboratory game is as follows:

1. Prior to the start of the game Fs learn their productivity level, FH or FL (it was common knowledge that the prior probability of each type was 50 percent).

2. Fs choose among several different output levels. An F’s payoff is a function of F’s type, the output level chosen, and the CP’s actions (see Table 1). For any given output level, payoffs are higher if the CP responds with an EASY rather than a TOUGH production target. If an F did not anticipate that his choices affected the CP’s response, he would choose 2 as an FL and 5 as an FH; we refer to these as Fs’ full information output levels.

3. CPs see the output level of the F with whom they have been paired, but not F’s type. CPs choose between a TOUGH or EASY production target. The CP’s payoffs are a function of F’s type and the target chosen. Payoffs are greater for choosing EASY than TOUGH when facing an FL type and greater for choosing TOUGH than EASY when facing an FH type.

4. Fs learn CPs’ choices and CPs learn Fs’ type. Payoffs are then determined. The game has three possible pure strategy sequential equilibria which are pooling at output levels 1, 2, or 3. All of these equilibria have a ratchet effect, with FHs imitating FLs in efforts to receive an easy target. To see why these are equilibria, consider the pooling equilibrium at output level 2. Since both types of F choose the same output level, the CP must believe each type is equally likely following play of 2. Given these beliefs, the CP maximizes her expected payoff by choosing EASY (expected value of 704.5 versus 674 for TOUGH given the 50-50 prior distribution of F’s type). For all other output levels, there are no constraints on the CP’s possible beliefs. The out-of-equilibrium beliefs that support pooling at 2 are that any other output level must come from an FH type, so that the CP assigns a TOUGH contract. Given that the CP assigns EASY following 2 and TOUGH following all other output levels,

---

Ananish Chaudhuri (1996) investigates a full-blown two-period ratchet effect game with a unique pure strategy separating equilibrium using U.S. students as subjects. Sessions had 10–12 plays of the game which, given our experience, is far too few to observe reliable steady-state results even in a one-period signalling game.

---

As noted above, we eliminate F’s end-period response to the target. Instead we impose the optimal response, adjusting the payoffs accordingly.
neither type of F can gain by deviating from 2. The pure strategy pooling equilibria at output levels 1 and 3 are supported by similar strategies and beliefs.\textsuperscript{8}

The set of equilibria can be narrowed down by using the equilibrium refinements which have been proposed for signalling games. Unfortunately, most of the standard refinements do not yield a unique outcome. For example, the intuitive criterion (In-Koo Cho and David M. Kreps, 1987) leaves both pooling at 1 and 2. Only perfect sequential equilibrium (Sanford J. Grossman and Motty Perry, 1986), an extremely strong refinement, is able to make a unique prediction, pooling at 2.

There is considerable experimental research indicating that none of the standard equilibrium refinements adequately organizes data from signalling games (see Brandts and Holt, 1992; Pártow and Schotter, 1993; Cooper et al., 1997a). As an alternative, we ran simulations using the simple adaptive learning model developed in Cooper et al. (1997b). This is essentially a multiplayer version of fictitious play with initial beliefs fitted from the data. Cooper et al. (1997a, b) demonstrate that this model does a good job of characterizing play in signaling game experiments similar to the ratchet effect game. For our game, simulations of the adaptive learning model overwhelmingly converge to the pooling equilibrium at 2. (This result holds whether initial beliefs are fitted from the data or flat priors are imposed.) Convergence to this pooling equilibrium follows a typical pattern of play: simulated players’ early beliefs fail to adequately account for the relationship between Fs’ choices and CPs’ responses, so that Fs’ initial choices are clustered around their full information output levels (2 for FLs and 5 for FHs). These initial choices induce CPs to give the easy contract for output 2 and the tough contract for higher output levels. As FHs learn that the likelihood of an easy contract is much higher at 2 than at higher output levels, play converges on a pooling equilibrium at 2.

\textsuperscript{8} This game has no pure strategy separating equilibria. There do exist mixed strategy equilibria; these equilibria require all FHs to act strategically, choosing lower output than their full information output.

II. Experimental Treatments, Research Hypotheses, and Procedures

The motivation for our experimental treatments, as well as the predicted impact of these treatments, can be best summarized within the framework of a belief-based learning model such as the modified fictitious play model of Cooper et al. (1997a, b). Play in this model consists of two distinct stages. Prior to any actual play, agents must form initial beliefs about the likely actions of their opponents. As play takes place, players modify their initial beliefs in response to the observed play of others and choose actions to maximize their payoffs subject to their updated beliefs. We propose that incentives, expertise, and context can affect agents’ initial beliefs and/or the evolution of these beliefs over time in the following ways.

A. Incentives

Subjects who put themselves into the other players’ shoes in forming initial beliefs have a substantial advantage over players who simply assume a distribution (such as a uniform distribution over all strategies). However, such deductive reasoning involves some effort on players’ part which, ceteris paribus, they prefer to avoid.\textsuperscript{9} Thus, the amount of effort players expend on reasoning about the game before forming initial beliefs should be sensitive to the payoffs resulting from their actions. Since increased deductive reasoning should lead to more strategic play, increasing the payoffs should, if anything, increase the initial levels of strategic play.

While there are strong theoretical reasons to expect increased incentives to yield more strategic play, past experiments reveal that incentives do not typically play as strong a role in behavior as anticipated. There are numerous reports of experimental phenomena that are essentially unaffected by incentives (see the many examples cited in Colin Camerer, 1995). Further, when incentives have impacted on behavior, they typically reduce the variance of

\textsuperscript{9} Our logic in this section is analogous to the standard analysis of the allocation of time between work and leisure (Gary S. Becker, 1965).
outcomes around the mean, with little or no impact on mean performance (see Vernon L. Smith and James M. Walker [1993b] for a review of the literature). In cases where mean performance is altered, the observed changes can usually be attributed to risk aversion (for example, Yoram Kroll et al., 1988; Steven J. Kachelmeier and Mohamed Shehata, 1992; Smith and Walker, 1993a).

Thus, we did not originally expect to find an incentive effect which could not be explained by reduced variance in outcomes or increased risk aversion. However, as will be seen in Section III, subsection B, such an effect did emerge. We discuss why the ratchet effect game is particularly likely to be responsive to incentives following documentation of these effects.

B. Expertise and Context

There are strong reasons to presume an interaction effect between expertise (as reflected in managers past experience with the ratchet effect) and the context treatment. Psychologists have done extensive work analyzing differences in performance and cognitive processes between experts and novices (see Robert Glaser [1990] and Colleen Zeitz and Glaser [1994] for summaries of the many differences between experts and novices identified to date). Experts typically employ more sophisticated approaches in solving problems and see larger patterns in data than novices. For example, in classic experiments involving chess pieces arranged as they might be in the course of an actual game, experts recalled the position of many more pieces than novices (William G. Chase and Herbert A. Simon, 1973; Adrianus D. DeGroot, 1978). This greater recall was not based on greater memory capacity but rather on the ability to organize groups of pieces into subpatterns which could then be recalled as a chunk (e.g., a castled king, a chain of pawns). As a result, when pieces were arranged on the board in random positions, experts were no longer able to recall the positions with any greater accuracy than the novices. Experts also tend to approach problems in terms of basic principles, rather than focusing on surface details as novices tend to do. One classic example involves the approach to simple physics problems (D. P. Simon and Simon, 1978; Micheline T. Chi et al., 1981). Novices tended to classify problems on the basis of superficial details (problems with balls or problems with springs) while experts concentrated on the physical principles involved (Newton’s Second Law or conservation of momentum).

However, expertise is narrowly defined and only likely to be transferred when situations are perceived to be quite similar (Gick and Holyoak, 1980; Perkins and Solomon, 1988; Solomon and Perkins, 1989). For example, several studies have examined the ability of students trained in computer programming to solve other logical problems (Roy D. Pea and D. M. Kurland, 1984; Kurland et al., 1986; Perkins et al., 1988). Even though these problems drew upon skills used in computer programming, such as planning ahead or breaking up problems into manageable pieces, little transfer was found, except when generalizability was stressed in the training (David Klahr and Sharon M. Carver, 1988).

Context plays an important role in fostering transfer because of its impact on perceptions of similarity. Information and knowledge are learned within a specific context. Even when context is not directly relevant to what is being learned, it can serve as a trigger for recall. In one dramatic example, Duncan R. Godden and Alan D. Baddeley (1975) had divers learn lists of words either on dry land or under 20 feet of ocean water. One day later, subjects were randomly assigned to one of these two environments and asked to recall the lists of words. Subjects in the same environment where they had learned the list were able to recall 59 percent of the words, while subjects in a different environment only recalled 46 percent of the list!

Turning to our experiment, we expect that managers, based on their past experiences, would be expert in recognizing and dealing with the ratchet effect. However, this expertise can only have an effect if managers recognize the similarity between our laboratory game and their field experiences. Context can be expected to play an important role in triggering this connection, resulting in heightened levels of strategic play to begin with and/or more rapid adjustments towards equilibrium compared to managers playing the generic version of the same game.

However, the existence of a context effect
requires two necessary conditions: (1) the existence of a ratchet effect in field settings, and (2) the ability of subjects to transfer knowledge from field settings to a laboratory experiment. Neither of these points can be taken for granted. As noted previously, there exists no general consensus that CPs actually ratcheted up quotas (see footnote 1), and psychologists have found that transfer tends to be narrow in scope. As such, it cannot be assumed ex ante that a context effect will exist for our manager subjects. Consequently, if such an effect exists, it suggests that the strategic situation in the field must be quite close to the model implemented in the lab.

Unlike managers, students do not have the relevant field experience to become expert in the ratchet effect game. However, to the extent that central planning and the ratchet effect permeate Chinese culture, there may exist a context effect within the student subject population. But we expect that any observed context effect will be larger for managers than for students because of their greater experience in dealing with the problem.

Along similar lines, our prior beliefs were that managers would exhibit at least as much (if not more) strategic behavior than students, particularly if we confined our attention to context sessions. What we did not anticipate was that recent experience as a student provides a significant advantage in our experiment for reasons not directly related to understanding the strategic problem. The experiment involved figuring out a relatively complex payoff table and a fair amount of record keeping. Students are used to dealing with arcane computational tasks designed by professors and did not seem bothered by these details. In contrast, many of the older managers were having so much trouble with the paperwork that it is hard to imagine they were even thinking about the actual game. On a more mundane level, bifocals are rare in China. This meant that many of our older managers had to use glasses to read the blackboard but removed their glasses to complete their record sheets. They were so busy taking their glasses on and off that they scarcely had time to think about the game. Although we made some effort to control for these problems, the education effect clearly makes it difficult to compare the absolute levels of strategic play between students and managers.

C. Summary of Research Hypotheses and Implementation

To summarize, ex ante we had three general hypotheses to test: (1) Increased incentives lead to increased strategic play. Based on past experimental outcomes, we anticipated at best a weak effect. (2) Context promotes heightened levels of strategic play among managers compared to generic sessions. Necessary conditions for this effect are the existence of the ratchet effect in field settings and similarity, actual and perceived, between managers’ field experiences and our laboratory game. By the same token, context should have a much less pronounced (or nonexistent) effect for PRC students. (3) Field experience with the ratchet effect results in heightened levels of strategic play for managers compared to students, particularly in context sessions. Ex post, we discovered an education effect among older managers which weakens our last prediction. Our experimental design tests these three predictions and attempts to control for the education effect.

Differing payoff levels were used to determine the effect of incentives on strategic play. All sessions were conducted with payoffs in an experimental currency called “francs.” In standard-pay PRC student sessions, francs were converted into yuan so that, for the pooling equilibrium at 2, the expected value of subject earnings was 30 yuan (approximately $3.75 at the official exchange rate). These earnings were thought to be the minimum necessary to insure a good flow of recruits in Shanghai (which is a high-wage area in China) and to be reasonably consistent, in terms of purchasing power and outside income, to earnings in typical U.S. student experiments. For high-pay PRC student sessions, payoffs were scaled up by a factor of five, giving an average payoff of 150 yuan for the pooling equilibrium at 2. For a college student in the PRC this was a sizable amount of money. As points of comparison, the monthly wage was about 550 yuan for an instructor and 1,200 yuan for an associate professor at China.

Footnote:

10 Context may also improve performance as it can aid comprehension by illustrating the meaning of otherwise abstract concepts.
Textile University during the time period our experiments were run, and the vast majority of our manager sample earned less than 2,000 yuan per month.\footnote{The conversion rate was 0.0026 yuan = 1 franc after subtracting 18,000 francs from total earnings. This total included subjects' show-up fee. All sessions were conducted in May–June, 1995.}

To test for the effects of expertise, we used three subject populations: college students, older managers, and younger managers. The college students were from China Textile University, which is considered a high-quality university in China. (Less than 0.7 percent of China's population attend any university, and China Textile University is considered a top 20 university.) Few of these students would have had any direct experience with the ratchet effect.

Whenever possible all workers in China, including foremen, are subject to production plans. Therefore, all of the managers in our experiment should have had extensive field experience with the strategic situation our ratchet effect game was designed to capture. Older manager sessions employed relatively high-ranking managers (some of whom were participating in a two-year, part-time M.B.A-style program at China Textile University), mid-level managers, and senior foremen from textile factories operating in Shanghai. About 25 percent of the older managers had university degrees; another 48 percent had some post-high-school education, typically a two- or three-year degree similar to community college or trade school in the United States. Among those who had post-high-school training, most had not been students any time recently as 40 percent were over the age of 50 and another 40 percent were between 40–50 years old. Moreover, age is inversely correlated with quality of formal education in China (even for the college educated). These factors probably all contributed to a substantial education effect.\footnote{All of the PRC manager sessions employed the same conversion rate as the high-pay student sessions. Given the higher incomes of the managers (as compared to students), these sessions might best be viewed as standard-pay sessions.}

Under our original procedures, older PRC managers started out with substantially less strategic play than the other subject groups and never caught up. To compensate for this education effect, we simplified the procedures in two ways. First, for each output level which was actually selected by an F, the experimenter announced the Fs' payoffs conditional on the CPs' responses and the payoffs of both CPs and Fs for these choices, so that subjects no longer had to compute their own payoffs. Second, forms for recording past play were eliminated, with the entire history posted in several places (in extremely large print), making it easier for subjects to see and think about the outcomes.\footnote{Under our original procedures, Fs' payoff table included two additional output choices attached to either the beginning or end of Table 1. These choices were designed to shift the precise location of the equilibrium between sessions (to offset possible information leakage across replications of student sessions). These two choices were dominated by one or more of the outputs in Table 1, so they do not alter the equilibrium predictions. These additional choices were eliminated in the modified treatments.}

In addition, we recruited younger managers who were all university educated and under age 30.\footnote{University degree holders in China can become foremen after six months of training. After one or two years, they will normally be promoted to a junior manager position or be in charge of a department in the firm. Average earnings for the young managers were substantially higher than for the older managers, as many worked in joint venture enterprises involving some private capital and some state enterprise or government capital.} This group included graduate students at China Textile University who had spent at least five years in factories before returning to the university to obtain a graduate (M.B.A-type) degree and China Textile University alumni working in the area, with at least two years of experience. Thus, all of these subjects should have had some experience as managers confronting the ratchet effect. Because all of these managers were relatively recent college graduates, we would not expect them to be subject to the education effect.

To capture the interaction between expertise and context, we ran approximately half of the sessions as generic sessions and half as context sessions. Generic sessions employed the same payoffs as the context sessions. The only difference was in the instructions. The instructions for generic sessions used abstract language designed to minimize the similarity between the experiment and field settings. In context
sessions, the instructions deliberately used language emphasizing similarities between the experiment and field settings. For example, the terms “easy contract” and “tough contract” in context sessions were replaced with X and Y in generic sessions, “output” was replaced with “choice,” “high-productivity firms” were replaced with “A1” players, etc.\textsuperscript{15}

Table 2 summarizes our experimental treatments.

### D. Procedures

Each experimental session employed between 12 and 16 subjects. Subjects were randomly divided into two groups, Fs and CPs. A total of 36 games were played in each session, with subjects switching roles after every 6 games. Within each 6 plays of the game a given CP was matched with a given F once, and only once, with different random matchings within each 6 plays of the game. Subject identification numbers were always suppressed so that subjects never knew the identity of the person with whom they were paired.

Each subject was given a copy of the instructions including the payoff tables for both CPs and Fs. The instructions were also read out loud to all subjects. Any substantive questions were repeated and answered to the entire group to ensure common knowledge. Before playing, subjects were required to fill out a short questionnaire to insure they understood the payoffs associated with different actions (instructions are available from the authors upon request). The experiments were conducted manually with barriers separating CPs and Fs so that they could not see each other.

Prior to each play of the game one of the experimenters, standing on the Fs’ side of the room, flipped a coin to decide Fs’ productivity level for that game. The outcome of the coin flip was shown to all Fs who then chose an output level. Fs recorded their outputs on their subject record sheets and on a “communication” sheet, which was given to the CP with whom they were paired for that period.

CPs recorded Fs’ outputs and chose between “tough” and “easy” production plans. These choices were entered on the communication sheet, which was then passed back to the other side of the room. Fs’ type was publicly announced and subjects recorded their payoffs for that play of the game.\textsuperscript{16}

Outcomes following each play of the game were posted, in a matrix format, for all pairings on a blackboard along with Fs’ type. Thus, subjects knew the overall choice frequencies for both Fs (by type) and CPs. Subjects were encouraged to keep their own records of past play on forms provided (which virtually all subjects did).

We conducted several “standard-pay” sessions in the United States, both to shake down our procedures and as a potential control condition (for cultural effects) in case we observed a strong context effect among PRC students. We did not observe the latter and found no significant differences between standard-pay PRC sessions and the U.S. sessions. An earlier version of this paper reporting the results of these U.S. sessions is available upon request.

\textsuperscript{15} The order of payoffs for choices were inverted in generic sessions relative to the context games, so that for FHs (A1 players) to mimic FLs (A2 players) they would have to choose higher rather than lower numbers. This was done to further disguise the relationship between the laboratory game and field experience.

\textsuperscript{16} Our assistants monitored the recording of payoffs (to prevent cheating) and the communication sheets (to insure that no additional information was sent).
III. Experimental Results

A. General Patterns of Play over Time

Figures 1 and 2 depict the development of play over time. These figures show pooled results for standard-pay PRC students and for older managers, modified procedures. Separate graphs are shown for generic and context treatments in both cases. These sessions are representative of the overall data set, since the temporal pattern of play is similar across treatments. Detailed data for all treatments can be found in Tables 3–5. Data are pooled for each 12 plays of the game, so that each subject has switched roles, playing 6 times as an F and 6 times as a CP. The histograms show Fs' choices; tough target rates are shown just below each output level.

CONCLUSION 1: The learning/adjustment process was similar across all treatments. Initially (games 1–12), Fs' choices were clustered around their type's full information output levels. CPs responded by giving far more easy contracts for output levels 1–3 than for higher output levels. Experience generated increased levels of strategic play by FHS (choice of output levels 1–3), with play converging on a pooling equilibrium at 2. However, in all treatments there was a sizable frequency of nonstrategic play by FHS (output levels 4–7) even in the last 12 games.

In the first 12 plays of the game (rounds), full information output levels were the modal choice for both F types across all treatments. In early rounds strategic behavior by FHs, defined as a choice of output levels 1–3, often involved choices of 3 more frequently than choices of 2. CPs' choices suggest they did a far better job initially of anticipating Fs' action than vice versa. Even in early rounds, the vast majority of CPs reliably chose EASY following play of output levels 1–3 and TOUGH following higher outputs, best responses for these choices coming from FLs and FHS respectively. With one notable exception (older managers, original procedures, generic instructions), the difference in the percentage of tough contracts selected by CPs at 2 versus 5 was large enough to support pooling at 2 by FHs compared to the nonstrategic choice of 5. More often than not, 3 was also more profitable than 5 in these initial plays of the game. In spite of this, FHs overwhelmingly chose 5 initially. In what follows (Section III, subsection B) we will discuss why CPs may have anticipated Fs' actions in early rounds, while the opposite did not hold.

Experience generated increased levels of strategic play in games 13–24, with it not being uncommon for pooling rates to have nearly doubled for FHs. The frequency of strategic play continued to grow in games 25–36, albeit at a slower pace. Strategic play by FHs, particularly pooling at 2, was supported by CPs' choices throughout. FLs' choices typically became more concentrated at 2 over time, consistent with the emergence of a pooling equilibrium at 2.

In all treatments, there was a sizable frequency of nonstrategic play by FHs, reflected in the fact that the overall pooling rate averaged 53.1 percent even in the last 12 plays of the game. In contrast, a substantially higher percentage of FHs tried pooling at least once (85.9 percent of all subjects). This failure to continue to pool, once having tried it, no doubt reflects an important stochastic component to choice, as well as responses to short-run variations in the relative profitability of pooling.

B. Incentive Effects: High versus Standard-Pay PRC Students

The top section of Table 3 reports for each 12 plays of the game frequency counts of
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17 We define strategic play as FHs choosing outputs 1–3 because: (i) all three outputs are possible pooling equilibria, and (ii) both the adaptive learning model described in Section II and observed behavior indicate that strategic play by FHs involves all 3 outputs.

---
strategic play by FHs for the PRC student sessions. Also shown are differences in the percentage of tough targets in response to pooling (outputs 1–3) versus not pooling (outputs 4–7). The latter will be referred to as the target rate differential.

CONCLUSION 2: Increased pay promoted significantly more strategic play by Fs initially. However, the gap between standard- and high-payoff sessions narrowed over time so that there were no significant differences in the level of strategic play by the last 12 games. Higher pay had no significant effect on CPs’ choices.

In the first 12 games, FHs played strategically much more frequently in high-pay sessions than in standard-pay sessions (49.5 percent versus 31.1 percent). In contrast, the target rate differential was similar for high- and standard-pay treatments during the first 12 games (69.8 percent for high pay versus 62.7 percent for standard pay). FHs increased their level of strategic play after the first 12 games in all 10 sessions, with more rapid increases in the standard-pay sessions. As a result, by the final 12 rounds of play, the probability of pooling was virtually the same across treatments (63.2 percent and 60.5 percent in standard- and high-pay sessions, respectively). In comparison, target rate differentials changed little over time, rising in some cases and falling in others, with no notable differences emerging between standard- and high-pay sessions at any time.

We use probits to further explore the data, controlling for each subject’s history of opponents’ play and for individual effects. These are reported in the bottom section of Table 3.

Our firm probits employ FH choices as the dependent variable, coded as 1 for strategic play and 0 for nonstrategic play. Three alternative specifications are shown. To capture changes in
behavior over time we employ cycle dummies, with the cycle 2 dummy coded as 1 for games 13–24 and 0 otherwise, and the cycle 3 dummy coded as 1 for games 25–36 and 0 otherwise. Treatment effects are interacted with the cycle dummies with the HI dummy coded as 1 for the high-pay treatment in cycle i and 0 otherwise. To capture the effect of CPs’ responses on Fs’ behavior we include the variable Δ23. For each session, this variable gives the observed target rate differential using all previous games. Because this variable is unreliable in early rounds, it is interacted with a dummy variable whose value is 0 for games 1–12 and 1 for games 13–36.²⁰

Planners’ probits employ “mistakes” as the dependent variable, with mistake taking on a value of 1 when a CP assigns a tough target following pooling (outputs 1–3) or an easy target following not pooling (outputs 4–7). Dummy variables corresponding to those employed in the F probits are used to capture the effect of time and payment levels on behavior. The impact of Fs’ choices on CPs’ actions is captured with the variable PPO23, the observed percentage of past pooling outcomes accounted for by FH types. All past periods are averaged in the PPO23 calculations and it is interacted with a dummy variable whose value is 0 for games 1–12 and 1 for games 13–36.

²⁰ Intuitively, Δ23 is serving as a proxy for Fs’ expectations about CPs’ responses. For early plays of the game, the observed target rate differential is probably a poor proxy for Fs’ expectations, both because initial expectations and the observed target rate differential are likely to differ and

because the observed target rate differential is quite volatile before Fs have had several chances to play as both FHs and FLs. Δ23 employs session-level frequencies, information that was provided to all subjects.
To correct for individual effects, all of the probits employ a “random effects” error specification. In other words, rather than assuming all error terms are independently and identically distributed, we assume there is correlation between the error terms for an individual, including an additional term for this in the likelihood function. For all of our regressions, this random effects term is significant at the 1-percent level. Since it is of little direct interest, this parameter is suppressed in all of the tables.

Looking at the F probits, model 1 employs cycle and the high-pay dummies without any direct accounting for variations in CPs’ responses via $\Delta 23$. In this specification the cycle dummies are both positive, large, and statistically significant at the 1-percent level, reflecting the large growth in strategic play in the last two cycles of play. The high-pay treatment dummies $H1$ and $H2$ are positive, large, and statistically significant at the 1-percent level, reflecting the substantially higher levels of strategic play observed early on in the high-pay treatment. The $H3$ dummy is negative, but small in absolute value and not significant at any standard level, indicating no systematic differences in the level of strategic play in the last 12 games. Model 2 drops the high-pay dummies and introduces the $\Delta 23$ variable capturing the impact of variation in CPs’ responses to Fs’ behavior. The coefficient for $\Delta 23$ is positive, large, and statistically significant at the 1-percent level. The cycle dummies take on negative signs in model 2, resulting from the fact that $\Delta 23$ is 0 in cycle 1.
and only takes on positive values for cycles 2 and 3. (The net effect of $\Delta 23$ and the cycle dummies still implies substantial growth in strategic play over time.) Model 3 reintroduces the high-pay dummies along with the $\Delta 23$ variable. There is little change from the coefficient values for the high-pay dummies reported in model 1. The chi-square value for the high-pay dummies is significant at the 1-percent level ($X^2 = 22.9$, d.f. = 3, $p < 0.01$) with the high-pay dummies positive and significant in cycles 1 and 2, and negative, but not significant, in cycle 3.\textsuperscript{21}

The differences in pooling rates across treatments and over time predicted by model 3 are substantial. Setting $\Delta 23$ equal to its average value over all observations to control for any differences in CPs' actions, model 3 predicts 50-percent strategic play by FHs in cycle 1 compared to 27 percent for FLs and 70-percent strategic play by FHs in cycle 2 versus 50 percent for FLs, values that are quite close to the frequency data reported in the top part of Table 3.\textsuperscript{22}

The CP probits show no effect of incentives on behavior. Model 1 employs cycle dummies and high-pay dummies. The signs of the cycle dummies are positive, suggesting increasing mistakes over time. The high-pay dummies have mixed signs, and are jointly significant at the 5-percent level ($X^2 = 9.64$, d.f. = 3, $p < 0.025$). Model 2 drops the high-pay treatment dummies and introduces the variable PPO23. The sign of the PPO parameter is positive, large, and statistically significant at the 1-percent level, indicating more mistakes by CPs in response to pooling by FHs. These mistakes primarily took the form of more tough targets in response to outputs 1–3.\textsuperscript{23} With the addition of PPO23 to the model, the cycle dummies become negative and significant at the 1-percent level, indicating that the increase in mistakes over time found in model 1 was in response to FHs' increased strategic play. Reintroducing the high-pay dummies in model 3 results in an insignificant reduction in the log-likelihood function relative to model 2 ($X^2 = 3.42$, d.f. = 3, $p > 0.25$), so that we fail to reject a null hypothesis that higher incentives had no effect on CPs' choices. That is, the high-pay effects reported in model 1 reflect CPs' responses to the increased strategic play of FHs rather than any direct effect of increased incentives on CPs' behavior.

Our results show a puzzling dichotomy: incentives strongly impact the behavior of FHs but not CPs. Recall that we hypothesized that increased incentives might generate more strategic play by inducing more deductive reasoning. Our intuition immediately suggests that for FHs to play strategically right from the start requires a deeper level of insight into the properties of the game than it does for CPs. This intuition can be formalized by thinking about the game in terms of levels of deductive reasoning in the spirit of Stahl (1993). A zero-level reasoner is completely naive, picking strategies at random. In practice, a zero-level reasoner generates a uniform distribution over strategies. A first-level reasoner is slightly more sophisticated, picking the strategy which maximizes his/her payoff versus a zero-level reasoner. Intuitively, a first-level reasoner is sophisticated enough to think of maximizing, but not sophisticated enough to think about what his/her opponent might be doing. For the ratchet effect game, a first-level reasoner F chooses his/her full information output, and a first-level reasoner CP chooses EASY regardless of F's output. A second-level reasoner is more sophisticated yet, picking the best response to a first-level rea-

\textsuperscript{21} An alternative model specification with $\Delta 23$ interacted with a high-pay treatment dummy was tried but this variable failed to achieve statistical significance at conventional levels ($p > 0.10$). Throughout this paper, all $X^2$ statistics are from log-likelihood ratio tests.

\textsuperscript{22} The initial difference between treatments is sufficiently robust that even relatively weak tests are able to capture it. For example, using session values as the unit of observation, the average frequency of strategic play in the first 12 games under standard pay was 0.307 (with a standard error of the mean of 0.043) compared to 0.503 (with a standard error of the mean of 0.044) for the high-pay treatment ($r = 3.08$, d.f. = 8, $p < 0.01$, 1-tailed r-test). Further, there was no overlap in the average frequency of strategic play between standard- and high-pay sessions in these first 12 games, so that a Mann-Whitney test for differences between means is significant at the 0.01 level as well (1-tailed test).

\textsuperscript{23} Given that virtually all FLs selected output levels 1–3, assignments of TOUGH following play of these outputs could not have reflected expected payoff maximization. Moreover, these choices do not reflect risk aversion in any conventional sense since EASY always had greater expected value and less variance in payoffs than TOUGH.
soner. A second-level reasoner both maximizes and takes into account that his/her opponent is maximizing (albeit in a naive fashion). Like a first-level reasoner, a second-level reasoner F chooses his/her full information output. However, second-level reasoning changes behavior for CPs; a second-level reasoner CP chooses EASY for output 2 and TOUGH for output 5. Going up one more level, a third-level reasoner maximizes versus a second-level reasoner, using a more sophisticated model for his/her opponent than a second-level reasoner. With third-level reasoning, both types of F choose 2 and CPs choose EASY following 2 and tough following 5. Higher levels of reasoning can be formulated, but are unnecessary as we are already in equilibrium.24

This logic not only formalizes our intuition that strategic play requires a deeper level of insight for Fs than it does for CPs, but also meshes with the observed effects of incentives. Suppose that most PRC students were able to get to the second level of reasoning with little prompting, but needed some additional factor to push them to the third level. One such factor might be more experience with the game; as subjects have an opportunity to observe the play of others, more sophisticated models of other players’ actions naturally suggest themselves. (It is not actually necessary that players understand that others are using relatively sophisticated models, only that they act “as if” they realize that others are employing relatively sophisticated strategies. For example, players in fictitious play models eventually end up acting like our third-level reasoners, even though they never do anything more sophisticated than maximizing against observed frequencies of past actions.) As suggested previously, another factor in moving subjects to third-level reasoning might be higher pay. In either case, the switch from second-level to third-level reasoning will be observed as an increase in Fs’ strategic play but not as a decrease in CPs’ mistakes. Thus, higher pay acts as a substitute for experience in a very natural fashion; the greater reasoning required of Fs (as compared to CPs) to play strategically requires some catalyst, and either higher pay or more experience can play this role.

Other researchers have reported incentive effects on performance in experiments, but the mechanism(s) underlying these effects are typically different from the one identified here. One general tendency is for incentives to reduce the variance of outcomes around the mean, with no effect on mean performance (see Smith and Walker [1993b] for a review of the literature).25

In contrast, we observe a clear effect on mean behavior of Fs. In other experiments where mean outcomes have been affected by increased incentives, the effect can usually be rationalized in terms of risk aversion (see for example, Kroll et al., 1988; Kachelmeier and Shehata, 1992; Smith and Walker, 1993a). In our game, increased traces of risk aversion brought about by increases in payoffs would cause an expected utility-maximizing CP to initially choose more easy targets under the high-pay treatment (EASY had higher expected value and less spread than TOUGH). This outcome was not observed. Rather, our results suggest that increased payoffs can affect subjects’ behavior in a more fundamental manner—inducing heightened levels of deductive reasoning. Unlike many games, increased reasoning in the ratchet effect game leads to clear, easily measurable changes in behavior. This may explain why we observe the incentive effects that we do.

C. Learning and Context Effects

1. Student Subjects.—We hypothesize that context affects managers’ behavior by catalyzing transfer of strategic insights gained from field experience. However, context might affect subject behavior regardless of any field experience. We therefore first examine the effect of context on student behavior before turning to managers.

CONCLUSION 3: Context had no effect on the behavior of PRC students as Fs, regardless of the level of payoffs. Context reduced the initial level of mistakes by PRC students as CPs, with this effect confined to standard-pay sessions.

24 Our conclusions still hold even if we treat players as maximizing versus an arbitrary mix of lower-level reasoners—pooling only emerges with third-level (or higher) reasoners.

25 There are a number of studies where incentives have no effect on performance (see the many examples cited in Camerer, 1995).
To test for context effects with students in their role as Fs, we modified model 3 for Fs in Table 3 by replacing the three high-pay dummies with three context dummies (one for each cycle). Comparing this regression with manager model 2 in Table 3 yields $X^2 = 1.38$ (d.f. = 3, $p > 0.5$), with none of the context dummies individually significant at even the 10-percent level. Further, applying the same model specification to standard-pay and high-pay sessions separately, none of the individual context dummies are significant at the 10-percent level. Thus, there is no evidence for a context effect with students in their role as Fs.

A similar test for context effects for students in their role as CPs yields $X^2 = 7.96$, slightly above the cutoff of 7.82 for significance at the 5-percent level. Most of the action here is captured in the dummy in context for cycle 1, which is negative and significant at the 1-percent level.26 Looking at standard-pay and high-pay treatments separately, the context dummies are significant at the 10-percent level for the standard-pay treatment ($X^2 = 6.34$), but not for the high-pay treatment ($X^2 = 3.80$). Further, the only context dummy which is significant at the 5-percent level is for cycle 1 in the standard-pay sessions. Thus, there is some evidence for an initial context effect among students in their role as CPs, with this effect confined to standard-pay sessions.

2. Manager Subjects.—Turning from students to managers, Tables 4 and 5 summarize results from sessions with PRC managers and white-collar workers. Table 4 gives the frequency of strategic play by Fs and Table 5 gives the target rate differential for CPs. Data are reported for the managers as a whole as well as by subgroups. Several results emerge even with casual examination of the raw data. First, the frequency of strategic play by Fs was markedly lower to begin with under both old manager treatments compared to the standard-pay student sessions. In contrast, the younger managers exhibited far more strategic play initially than standard-pay students, comparing favorably to high-pay students. Second, strategic play by Fs increased over time for almost all groups of managers, with generic sessions for older managers, original procedures a notable exception. Third, strategic play increased more rapidly in context sessions than in generic sessions. Fourth, and most notably, the target rate differential was substantially and consistently higher in context compared to the generic sessions.

CONCLUSION 4: Controlling for the tough target differentials, context sped up the learning/adjustment process, promoting increased levels of strategic play for PRC managers in their role as Fs in later cycles of play.

Looking at the bottom half of Table 4, model 1 of the all-manager probits indicates growing levels of strategic play over time for both context and generic treatments (positive cycle dummies and positive context dummies for cycles 2 and 3). Model 1 also suggests an initial (cycle 1) negative effect of context on strategic play by Fs which reverses by cycle 3. This negative effect of context on initial strategic play is, however, not supported by model 3 which accounts for CPs’ actions. In this specification, the parameter estimate for $A23$ is positive and statistically significant at the 1-percent level, with the Con1 dummy insignificant at conventional levels ($p = 0.20$). Comparing the all-manager model 2 specification with model 3 shows the context dummies jointly significant at the 10-percent level ($X^2 = 6.62$, d.f. = 3). The context dummies are both positive in cycles 2 and 3 indicating faster growth in the overall level of strategic play in context relative to generic sessions, with the Con3 dummy close to achieving significance at conventional levels ($p = 0.12$).

Older managers under our original procedures show a slightly different pattern. Comparing model 3 to model 2 for this subgroup, the three context dummies are jointly significant at the 1-percent level ($X^2 = 15.74$). Neither the
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26 The estimated probit (with estimated standard errors reported in parentheses) is:

$$
\text{Mist} = -0.831 -0.655 \text{Cycle2} -0.646 \text{Cycle3} \\
(0.069)^* (0.192)^* (0.193)^* \\
-0.266 \text{Con1} +0.078 \text{Con2} -0.113 \text{Con3} \\
(0.100)^* (0.109) (0.107) \\
+1.795 \text{PP023} \\
(0.418)^*
$$

with the variables defined as in the text and notation for statistical significance is the same as in Table 3. The log-likelihood value of the probit is $-1,424.90$ with 160 subjects and 2,880 total observations.
TABLE 4—PRC MANAGERS IN THE ROLE OF FIRMS

<table>
<thead>
<tr>
<th>Games</th>
<th>High-productivity firms frequency of strategic play</th>
<th>Statistical tests: Firm probits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All managers</td>
<td>Old managers</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>Context</td>
</tr>
<tr>
<td>1–12</td>
<td>0.186</td>
<td>0.172</td>
</tr>
<tr>
<td>13–24</td>
<td>0.304</td>
<td>0.346</td>
</tr>
<tr>
<td>25–36</td>
<td>0.388</td>
<td>0.479</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-1.144</td>
<td>-1.360</td>
<td>-1.201</td>
<td>-1.897</td>
<td>-1.928</td>
<td>-1.859</td>
<td>-1.034</td>
<td>-1.135</td>
<td>-1.060</td>
<td>-0.264</td>
<td>(0.182)</td>
<td>(0.266)</td>
</tr>
<tr>
<td>(0.171)**</td>
<td>(0.120)**</td>
<td>(0.181)**</td>
<td>(0.317)**</td>
<td>(0.173)**</td>
<td>(0.319)**</td>
<td>(0.266)**</td>
<td>(0.182)**</td>
<td>(0.266)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycle 2</td>
<td>0.165</td>
<td>-1.025</td>
<td>-0.856</td>
<td>0.060</td>
<td>-0.737</td>
<td>-0.177</td>
<td>0.502</td>
<td>0.145</td>
<td>0.234</td>
<td>0.258</td>
<td>(0.502)</td>
<td>(0.549)</td>
</tr>
<tr>
<td>(0.158)</td>
<td>(0.306)**</td>
<td>(0.326)**</td>
<td>(0.214)</td>
<td>(0.414)**</td>
<td>(0.480)</td>
<td>(0.258)</td>
<td>(0.502)</td>
<td>(0.549)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycle 3</td>
<td>0.373</td>
<td>-0.792</td>
<td>-0.731</td>
<td>-0.269</td>
<td>-0.554</td>
<td>-0.577</td>
<td>1.098</td>
<td>0.536</td>
<td>0.818</td>
<td>0.236**</td>
<td>(0.515)</td>
<td>(0.543)</td>
</tr>
<tr>
<td>(0.146)*</td>
<td>(0.326)**</td>
<td>(0.341)*</td>
<td>(0.248)</td>
<td>(0.470)</td>
<td>(0.524)</td>
<td>(0.236)**</td>
<td>(0.515)</td>
<td>(0.543)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con1</td>
<td>-0.602</td>
<td>-0.306</td>
<td>-0.412</td>
<td>-0.412</td>
<td>-0.417</td>
<td>-0.013</td>
<td>0.000</td>
<td>0.013</td>
<td>0.000</td>
<td>0.287</td>
<td>(0.286)</td>
<td>(0.286)</td>
</tr>
<tr>
<td>(0.227)**</td>
<td>(0.238)</td>
<td>(0.369)</td>
<td>(0.369)</td>
<td>(0.369)</td>
<td>(0.369)</td>
<td>(0.287)</td>
<td>(0.286)</td>
<td>(0.286)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con2</td>
<td>0.179</td>
<td>0.135</td>
<td>0.391</td>
<td>0.391</td>
<td>0.391</td>
<td>0.805</td>
<td>0.770</td>
<td>0.805</td>
<td>0.770</td>
<td>0.241**</td>
<td>(0.243)**</td>
<td>(0.243)**</td>
</tr>
<tr>
<td>(0.212)</td>
<td>(0.234)</td>
<td>(0.316)</td>
<td>(0.420)</td>
<td>(0.420)</td>
<td>(0.420)</td>
<td>(0.241)**</td>
<td>(0.243)**</td>
<td>(0.243)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con3</td>
<td>0.433</td>
<td>0.371</td>
<td>1.450</td>
<td>1.450</td>
<td>1.450</td>
<td>0.409</td>
<td>0.378</td>
<td>0.409</td>
<td>0.378</td>
<td>0.409</td>
<td>(0.287)</td>
<td>(0.293)</td>
</tr>
<tr>
<td>(0.223)**</td>
<td>(0.240)</td>
<td>(0.340)**</td>
<td>(0.445)**</td>
<td>(0.445)**</td>
<td>(0.445)**</td>
<td>(0.287)</td>
<td>(0.293)</td>
<td>(0.293)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ23</td>
<td>2.958</td>
<td>2.201</td>
<td>2.266</td>
<td>2.266</td>
<td>2.266</td>
<td>1.425</td>
<td>0.526</td>
<td>1.425</td>
<td>0.526</td>
<td>1.425</td>
<td>(0.817)</td>
<td>(0.912)</td>
</tr>
<tr>
<td>(0.530)**</td>
<td>(0.597)**</td>
<td>(0.767)**</td>
<td>(1.026)</td>
<td>(1.026)</td>
<td>(1.026)</td>
<td>(0.817)</td>
<td>(0.912)</td>
<td>(0.912)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-640.69</td>
<td>-639.96</td>
<td>-636.65</td>
<td>262.35</td>
<td>-269.83</td>
<td>-261.96</td>
<td>-341.27</td>
<td>-345.6</td>
<td>-341.14</td>
<td>-341.27</td>
<td>-345.6</td>
<td>-341.14</td>
</tr>
<tr>
<td>Number subjects</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>74</td>
<td>74</td>
<td>74</td>
<td>76</td>
<td>76</td>
<td>76</td>
<td>76</td>
<td>76</td>
<td>76</td>
</tr>
<tr>
<td>Number observations</td>
<td>1,340</td>
<td>1,340</td>
<td>1,340</td>
<td>743</td>
<td>743</td>
<td>743</td>
<td>597</td>
<td>597</td>
<td>597</td>
<td>597</td>
<td>597</td>
<td>597</td>
</tr>
</tbody>
</table>

† Significantly different from 0 at the 10-percent level.
* Significantly different from 0 at the 5-percent level.
** Significantly different from 0 at the 1-percent level.

Con1 or Con2 dummies are significant in their own right in model 3, but the Con3 dummy is positive, relatively large, and statistically significant (p < 0.01). This indicates that major differences as a function of context emerged in the last cycle of play. Further, in contrast to the all-manager probits, the Δ23 variable in model 3 fails to achieve statistical significance at any standard level.

Probits for the remaining manager subgroups pool the data from older managers, modified procedures and young managers.\(^{27}\) Comparing model 3 with model 2 for this subgroup, the three context dummies are jointly significant at the 5-percent level (χ² = 8.92), with positive coefficients in cycles 2 and 3 (and coefficient value of zero in cycle 1). In this case context impacts primarily in cycle 2 as the Con2 dummy in model 3 is the only one of the context dummies significant in its own right. Here, too, the Δ23 variable fails to achieve statistical significance at conventional levels in model 3.\(^{28}\)

\(^{27}\) There are two reasons for pooling data from these subgroups: (i) treating each group separately, the analysis suffers from a paucity of individual subject observations, and (ii) both groups have in common substantially less confusion about the underlying game than older managers, original procedures. These probits all include a single dummy variable whose value is 1 for young managers and 0 otherwise. This variable is positive and significant in all the F specifications and negative and significant in all the CP specifications. Given that we are not directly interested in this dummy, it has been suppressed in all relevant regressions.

\(^{28}\) This is the one F probit with a significant interaction effect between Δ23 and context, with the coefficient for the interaction term strongly positive and significant at the
Overall, context consistently affected PRC managers’ level of strategic play in their role as FSs, regardless of which manager population we look at. The effects are, in fact, stronger when looking at the different manager groups separately than when pooling all sessions together. This no doubt reflects heterogeneity between the different subject populations: for older managers, original procedures context had its largest impact in cycle 3 while the impact occurs earlier (in cycle 2) for older managers, modified procedures, and young managers. Pooled together these timing differences partially cancel each other out. Nonetheless, there is clearly a context effect with PRC managers in their role as FSs, while there is none with PRC students.

CONCLUSION 5: Context had a strong effect on PRC managers in their role as CPs, promoting uniformly higher, at times substantially higher, target rate differentials than in generic sessions.

The role of context in inducing higher tough target differentials is evident from the raw data in Table 5; the target rate differential is higher everywhere in the context sessions with the exception of the second cycle of play (games 13–24) for older managers, modified procedures.

The CP probits reported at the bottom of Table 5 confirm the statistical significance of these effects as well as indicating their source. Consider the all manager probits. In model 1 the

\[ \text{All managers, Original procedures} \]

\[ \text{Constant} \]

\[ -0.570^{**} -0.757 -0.569 -0.577 -0.340 -0.306 -0.316 -0.564 -0.727 -0.636 -0.644 \]

\[ (0.089)^* (0.068)^* (0.090)^* (0.091)^* (0.148)^* (0.098)^* (0.155)^* (0.158)^* (0.126)^* (0.108)^* (0.129)^* (0.127)^* \]

\[ \text{Cycle 2} \]

\[ -0.334 -0.837 -0.921 -1.150 -0.606 -0.858 -0.925 -1.151 -0.295 -0.834 -1.020 -1.520 \]

\[ (0.071)^* (0.090)^* (0.099)^* (0.144)^* (0.133)^* (0.157)^* (0.173)^* (0.209)^* (0.107)^* (0.150)^* (0.170)^* (0.240)^* \]

\[ \text{Cycle 3} \]

\[ -0.205 -0.843 -0.765 -0.981 -0.493 -0.811 -0.744 -0.918 -0.152 -0.885 -0.948 -1.479 \]

\[ (0.074)^* (0.096)^* (0.100)^* (0.132)^* (0.127)^* (0.149)^* (0.173)^* (0.214)^* (0.106)^* (0.160)^* (0.170)^* (0.249)^* \]

\[ \text{Con} \]

\[ -0.329 -0.320 -0.311 -0.520 -0.280 -0.330 -0.055 -0.578 -0.556 -0.143 -0.035 -0.346 -0.608 \]

\[ (0.130)^* - (0.130)^* (0.132)^* (0.208)^* - (0.213)^* (0.216)^* (0.205) - (0.197) (0.194) - (0.177)^* (0.441) \]

\[ \text{PPO23} \]

\[ -0.443 -0.676 -0.270 -0.704 -2.438 -2.438 -2.438 -2.438 -2.438 -2.438 -2.438 -2.438 \]

\[ (0.362)^* (0.316)^* (0.603)^* (0.596)^* (0.528)^* (0.776)^* (0.543)^* (0.760)^* (1.241)^* (1.241)^* (1.241)^* (1.241)^* \]

\[ \text{PPO23*CON} \]


\[ (0.722)^* (0.272)^* - (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* \]

\[ \text{Log-likelihood} \]

\[ -1.279 26.126 25.48 215.45 25.243 57.695 -580.39 -573.53 -571.82 -682.43 -674.10 -668.35 -664.91 \]


\[ (0.722)^* (0.272)^* - (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* (0.272)^* \]

\[ \text{Number subjects} \]

\[ 150 150 150 150 74 74 74 74 76 76 76 76 76 \]

\[ 2700 2700 2700 2700 2700 2700 2700 2700 2700 2700 2700 2700 2700 \]

\[ \text{Number observations} \]

\[ 5\text{-percent level and the coefficient for } \Delta \text{23 turning negative in sign but far from statistically significant} (p > 0.30). \text{ Thus} \]

\[ \text{FHS in context sessions were more sensitive to CPs' actions, with this heightened sensitivity the source of the higher pooling rates observed.} \]
cycle and context dummies are all negative and significant at better than the 5-percent level, indicating significantly fewer mistakes over time and consistently fewer mistakes in context than in generic sessions. In model 2, the variable PPO23 (average percentage FH types pooling) is positive and significant at better than the 1-percent level, indicating that FHs’ increased pooling resulted in CPs making more mistakes (these mistakes primarily involved responding with tough targets for pooling). The change in the log-likelihood function from model 2 to model 3, along with the negative signs of the context dummies in model 3, confirms model 1’s suggestion of consistently fewer mistakes in context than in generic sessions ($X^2 = 21.8$, d.f. = 3, $p < 0.01$). Model 4 demonstrates a consistent interaction effect between the PPO variable and context. The coefficient for this interaction term is relatively large, negative, and significant at better than the 5-percent level, indicating significantly fewer mistakes in response to FHs’ pooling in context than in generic sessions.\textsuperscript{29} The introduction of this interaction term wipes out the statistical significance of the context dummies for cycles 2 and 3, indicating that most of the differences in CP behavior between context and generic sessions can be traced to differing sensitivity to FHs’ pooling.\textsuperscript{30}

Similar results are found for the different manager subgroups looked at in isolation. The magnitude of the predicted differences in the proportion of mistakes implied by model 4, evaluated at the mean value of PPO23 over all observations, is quite dramatic in a number of cycles of play, and is well represented by the tough target rate differentials reported in the top half of Table 5.\textsuperscript{31}

Context had a significant and relatively large impact on PRC managers in their role as CPs in all cycles of play. In contrast, context impacted on manager behavior as Fs only after the first cycle of play, emerging in full-blown force for older managers, original procedures in the third cycle of play and for older managers, modified procedures, and young managers in the second cycle of play (with the differences narrowing, and no longer significant in the last cycle of play). This leads us to the following unanticipated conclusion.

**CONCLUSION 6:** For PRC managers, context had a more immediate and stronger impact on the level of strategic play in their role as CPs compared to their role as Fs.

In accounting for this surprising result, recall that the predicted occurrence of a context effect depends in part on the similarity between managers’ field experiences and our laboratory game. As it happens, there is substantial outside evidence that the strategic option open to CPs in our experiment is much closer to the option exercised in field settings than it is for Fs:

Managers who greatly overfulfill this tax quota harm their interests. . . . First, they provoke a subsequent upward revision of the tax quota. Secondly, profits that are much higher than expected may convince superiors that this is an efficient enterprise, this may also convince them that they gave the enterprise excessively favorable treatment, and that they do not deserve such treatment in the future. As managers commonly put it, their superiors are in the habit of “lash[ing] the fast oxen”: the profitable and efficient are the first to be denied favourable treatment (Andrew G. Walder, 1989 p. 259).

In sum, CPs in the field actually do ratchet up targets of firms that reveal themselves as high-productivity types, or, amounting to the same thing, give them less favorable treatment in future resource allocations.

In contrast, managers of high-productivity

\begin{footnote}{There were no significant interaction effects of this sort for the students.}
\footnote{Jointly, the three context dummies are still significant at the 5-percent level ($X^2 = 10.13$, d.f. = 3, $p < 0.025$).}
\footnote{These context effects are sufficiently robust that they show up in cycle 1 using session as the unit of observation: A Mann-Whitney test applied to old managers, original procedures shows significantly higher tough target rate differences in context versus generic sessions ($p = 0.05$, 1-tailed test). Pooling all old managers sessions yields a significant difference at the 10-percent level using a 1-tailed Mann-Whitney test. t-tests using session frequencies as the unit of observation are significant at better than the 10-

percent level (1-tailed test) with or without the inclusion of the two young manager sessions.}
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firms have considerably more behavioral options at their disposal in field settings than simply producing at the same output level as low-productivity firms:

“How do you prevent yourself from overfulfilling by too much? You put your money into the development of production. You need to prepare for next year’s production.”

In other words, the rational manager instead of showing high profits on the books, will spend these funds, working them into the costs of production in various ways. . . . We know from Chinese analysts, however, that the practice does not stop here. Chinese managers are past masters at regulating their profits on the book, while working surpluses back into the cost of production. “The vast majority of enterprises” are reputed to keep two different sets of books: one for the upper levels, one for internal use only. “Slush funds” (xiaojin ku) are commonplace, often built up by speculating in scarce materials and selling products produced within state plans for inflated outside-plan prices. These funds are used for expenditures that are limited by state regulation if made on the books: for housing construction, distributions in kind to employees, and other benefits that enhance the prosperity of the unit (Walder, 1989 p. 259).

In other words, managers of high-productivity firms in the field have alternative strategies available to them which were not available to FHs in our game. Moreover, managers of high-productivity firms typically use these other strategies to hide their true type.

Thus, there is a fundamental dissimilarity between our experimental game and the field setting for Fs. This is less true for CPs; the strategies used in the field closely match those available in the experiment. Given the close ties psychologists have found between similarity and transfer, we conjecture that the greater impact of context on managers in their role as CPs than Fs is a function of the greater similarity of CPs’ strategic options between the experiment and field settings.

D. PRC Managers versus Students

As anticipated, context had a much greater impact on play of PRC managers than PRC students. Evidence for this is clear-cut: (1) In the role of Fs, there is a small but consistent context effect for PRC managers as opposed to no discernable context effect for PRC students, and (2) In the role of CPs, the context effect for PRC managers is strong in all cycles and in all subject populations. For students this effect is confined to the first cycle of play in standard-pay sessions.32

What we had not anticipated was that older managers would exhibit substantially lower levels of strategic play than any other group in their role as Fs.

CONCLUSION 7: Older managers started out with the lowest frequency of strategic play, much lower than for PRC students. This can be partially, but incompletely, accounted for by lower incentives to pool. The difference largely results from the older age and/or inferior education of older managers.

Older managers started out with the lowest levels of strategic play (10.8 percent and 15.0 percent under original and modified procedures, respectively). Although initial incentives for strategic play were less than with the students, this difference was largely confined to the generic sessions. Yet lower levels of strategic play were observed in both context and generic sessions.33 In contrast, young managers had close to the highest initial level of strategic play (46.8 percent). Probit analysis indicates that initial levels of strategic play by young managers, controlling for Δ23, are indistinguishable from levels in high-pay student sessions. And by rounds 25–36, young managers had higher levels of strategic play than in either type of student session.34

All managers had extensive field experience, but young managers had more years of schooling on average than older managers (and no doubt received better quality schooling). This suggests that education, not field experience,

32 Probits comparing all managers with all students confirm these results, with the context by manager interaction effects particularly strong for CPs.
33 Probits comparing old managers (context only) with standard-pay students confirm that the managers started with significantly lower levels of strategic play under both our original and modified procedures, whether or not we control for differing incentives to pool via Δ23.
34 The estimated probit (with standard errors in parentheses) is
played the critical role in determining low initial levels of strategic play for older managers. Consistent with this conjecture, in the old manager, modified procedure sessions, which substantially reduced the paperwork involved in playing the game, the frequency of strategic play was substantially higher in the last 12 games (53.6 percent) than in the old manager, original procedure sessions (25.8 percent), and was only marginally below (and not significantly different from) the level of strategic play observed for PRC students in the last 12 games.

Turning to play as CPs, the differences between students and managers are less dramatic. Concentrating only on sessions with context, managers’ behavior in the CP role was not notably different from students’. While the older managers generated a lower target rate differential than the students in games 1–12 (54.8 percent versus 65.4 percent for the students), probits indicate that this difference was not significant at the 10-percent level. Although by the last cycle of play older managers actually achieved a higher target rate differential than students ever did, differences between students and older managers were not significant in any cycle of play.

IV. Summary and Conclusions

We have examined a simplified version of the ratchet effect game in an experimental setting.

Our treatment variables were subject population (managers and white-collar workers in textile factories versus students), the level of incentives, and context versus generic instructions. We reach several general conclusions.

First, the pattern of play was similar over time across all treatments. In early games, a majority of high-productivity firms played non-strategically, revealing themselves as high-productivity types, and received tough targets as a consequence. The response to these tough targets was increased mimicry of low-productivity firms’ choices. This pattern of play is consistent with a number of simple learning models (for example, Cooper et al., 1997b).

Second, there were relatively large and statistically significant incentive effects on firms’ play, with significantly more strategic play in early rounds of high-pay student sessions compared to standard-pay student sessions. Over time, the standard-pay students were able to erase this difference, suggesting that experience and incentives act as substitutes for each other. There were no significant incentive effects on planners’ play. Unlike other experiments which have exhibited incentive effects, our results cannot be explained by decreased variance in outcomes or by risk aversion. We argue that our results are best explained by increased levels of reasoning with heightened incentives. Although this is the impact most theorists would predict, it has rarely been reported. More work is clearly needed to examine incentive effects in environments subject to strong and easily measured learning effects to see if our results generalize.

Third, context had a much larger and more consistent effect on PRC managers than on students. In addition, this impact materialized faster and was more robust for managers in their role as central planners than in their role as firms. These results are consistent with our hypothesis that context can catalyze strategic play by clarifying the similarity of the laboratory game to subjects’ past experience; managers should have the most relevant field experience, and the strategic options available to planners in our laboratory game were much closer to the options exercised in field settings than those available to firms.

Our experiment has several substantive implications for understanding the ratchet effect in field settings. First, this study provides evidence

---

The variables are defined as in the text, notation for statistical significance is the same as in Table 3, and the new variables SP1–SP3 and HP1–HP3 are dummies for standard-pay and high-pay students in cycles 1–3 respectively. X² = 26.3, d.f. = 6, p < 0.01 for the student cycle dummies.

**35** The probit specification here compares older managers (context only) with standard-pay students and includes cycle dummies, the PPO23 variable, and student cycle dummies. The X² statistic for including the student cycle dummies is 3.74 (3 d.f., p > 0.25).
for central planners ratcheting up quotas in response to increased performance in China. As already noted, clear evidence of this effect can sometimes be difficult to obtain using field data. Second, it takes time for managers to respond strategically to this ratcheting up of incentives and there may well be some nonlearners or very slow learners. Thus, despite its negative long-run consequences, the ratchet principle provides strong short-run benefits to the planners, which may well explain its popularity. Finally, a major concern with the ratchet effect is that it creates economic inefficiencies through underproduction. The empirical literature suggests that managers use a number of alternate strategies (e.g., keeping two sets of books) rather than cutting output. These strategic alternatives also generate inefficiencies, but they are likely to be smaller than matching the output levels of low-productivity types. The relatively small context effect for managers playing as firms provides indirect evidence for the use of alternative strategies in the field.

Our results on the relationship between context and expertise, along with the cognitive psychology literature on this topic, generate several insights into the methodology of experiments comparing experts with students. First and foremost, it appears that the experiment must be embedded in a context which is familiar to the experts for expertise to have a chance to significantly affect behavior. Otherwise there is little basis for experts to call on their superior knowledge base in determining what actions to pursue in the experiment. In this respect it is worth noting that most economic experiments comparing experts with students have employed generic settings or something very close to it. Second, we would anticipate no significant differences between expert and student performance if the strategic options available in the experiment and/or contextual framework differ significantly from the field setting. In fact, subpar performance may result if the differences are too large; context may elicit previously learned knowledge from experts which, although helpful in the field setting, is actually counterproductive in the experiment (see P. Burns [1985] for a notable example of this).

Our context results also have implications for understanding learning processes in games and convergence to equilibrium. In using learning models to explain convergence to equilibrium, one of the concerns theorists have had is that unless learning processes generalize across similar games, we are likely to be observing out-of-equilibrium behavior for quite some time, as learning processes can, at times, be exceedingly slow (Drew Fudenberg and Kreps, 1988). The psychological research on learning generalizability indicates that: (i) learning generalizability is typically incomplete, and (ii) the more dissimilar environments are, the less likely learning is to generalize. Our results with context and a subject population quite familiar with the underlying structure of our game suggest that these findings from the psychology literature are likely to generalize to economic environments with financial incentives.
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